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#### Abstract

We conduct an empirical study of risk-return tradeoff in fourteen Pacific basin equity markets using several volatility estimators, including three variants of GARCH class, equally weighted rolling window volatility, and mixed data sampling (MIDAS), as well as binormal GARCH (BiN-GARCH) model which allows for non-zero conditional skewness in returns. Our findings imply that the BiN-GARCH model, which allows for time-variation in the conditional skewness and market price of risk, captures the expected positive risk-return relationship for more than half of the markets studied. In comparison, symmetric skewness models such as MIDAS or GARCH variants fail to capture positive and statistically significant market price of risk estimates. These results provide support for the growing literature on the necessity of modeling conditional higher moments in financial research.
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[^0]
## 1 Introduction

In the past twenty years, many studies in empirical asset pricing have devoted considerable energy in testing the systematic trade-off between expected returns and risk, characterized by Merton (1973) intertemporal capital asset pricing (ICAPM). The majority of empirical studies postulate a positive and linear relation between the conditional variance and expected excess market returns, with time-invariant market price of risk. Moreover, the majority of studies assume symmetry in the conditional distribution of excess returns. These assumptions essentially translate into a race to come up with the best model for the conditional volatility.

However, there is no consensus on even the most basic theoretical properties of the risk-return relationship; see Rossi and Timmermann (2009). In this study, we show that the problem is not the volatility model used, but failure to account for conditional higher moments and their role in the risk-return relationship. We use several variants of existing empirical methodologies to test the risk-return relationship in 14 Pacific rim financial markets. We find that the model that does not require symmetry in the conditional distribution of excess returns outperforms those that require this restriction.

We find empirical supporting evidence in favor of a positive risk-return relationship in eight markets studied, using binormal GARCH (henceforth, BiN-GARCH) methodology of Feunou et al. (2010). Other methods, including rolling estimator of French et al. (1987), various GARCH specifications, or mixed data sampling (henceforth, MIDAS) of Ghysels et al. (2005, 2006, 2007), deliver significantly weaker results.

We believe that our results provide empirical support for the idea that to build reliable risk management measures in the Pacific basin markets, one needs to consider modeling conditional higher moments such as conditional skewness, in addition to the traditional modeling of the first two conditional moments. This paper contributes to the existing literature in two important directions. First, it provides an empirical assessment for the ability of several traditional and more recent econometric methodologies in gauging the elusive risk-return trade-off relationship, in the context of non-U.S. markets.

Second, this paper empirically demonstrates the impact of asymmetry in conditional distribution of returns, non-linearity in the risk-return trade-off relation, and time-variation in the conditional skewness across the most important region in the world economy in the $21^{\text {st }}$ century.

In general, empirical evidence on risk-return trade-off is quite inconclusive. Campbell (1987), Nelson (1991), and more recently Brandt and Kang (2004), find a significantly negative conditional relationship. Harvey (1989) and Glosten et al. (1993) find both a positive and a negative relation depending on the method used. On the other hand, French et al. (1987), Baillie and DeGennaro (1990), and Campbell and Hentschel (1992) find a positive but mostly insignificant relation between the conditional variance and the conditional expected returns. Ghysels et al. (2005) and Ludvigson
and Ng (2007) find a positive and significant relationship in the U.S. data. In particular, Ghysels et al. (2005) report success in capturing a time-invariant, positive, and statistically significant market price of risk for monthly market returns data from 1928 to 2000 . They use daily data for the same period and mixed data sampling (MIDAS) regression methodology to perform statistical assessment of ICAPM. More recently, Rossi and Timmermann (2009) use regression trees to show that the risk-return relationship is state dependent and nonlinear. Feunou et al. (2010) show that the risk-return relationship is nonlinear, time-varying, and crucially depends on the dynamics of conditional skewness of returns. They show that inclusion of conditional skewness in estimation delivers robust, positive risk-return tradeoff in S\&P500 and international data.

The rest of the paper is organized as follows. In Section 2, we introduce the data used in this paper. Section 3 introduces the various methodologies used in the paper and discusses the empirical results. Section 4 concludes.

## 2 Data

We construct market index returns by taking the first difference of logarithm of MSCI (formerly known as Morgan Stanley Capital International) country specific and U.S. dollar denominated indices downloaded from Thomson Reuters' Datastream. In order to obtain excess returns, we follow the common practice in the finance literature and subtract the three month US Treasury Bill returns from the country specific index returns. T-Bill rates act as the proxy for the risk free rate. Thus, we are analyzing data from the point of view of an international investor that has access to the international fixed income market.

We collected data based on the availability and length of data sets maintained by Datastream. In order to maintain uniformity of results, we use U.S. dollar denominated returns for all the markets. Our sample includes 14 markets from the Pacific rim. Canada and Japan represent the G7 markets. Hong Kong and Singapore are small, rich city-states with highly developed financial markets. Two other "Asian Tigers", Korea and Taiwan, are also in the sample. Indonesia, Malaysia, and the Philippines are three emerging markets which complete our Asian representatives. An OECD member, Mexico, and Colombia represent Latin America. Australia and New Zealand round up our sample.

As is seen in Table 1, there is wide variation in the behavior of these markets. Most markets have annualized returns in the neighborhood of $2-3 \%$ a year. Five markets, Korea, New Zealand, the Philippines, Taiwan, and Thailand have negative excess returns for the sample period of 19882009. Reported standard deviations are comparable with what is reported in other empirical studies. All but three markets, Indonesia, Japan, and Korea, demonstrate significant negative skewness. Indonesia and Korea excess returns have positive skewness. Japanese data, on the other hand, do not demonstrate significant departure from unconditional symmetry in returns. All
markets in sample except Colombia seem to have significant excess kurtosis, thus they demonstrate leptokurtotic behavior. We conclude that none of these excess returns series are unconditionally normally distributed. ${ }^{1}$

## 3 Intertemporal Capital Asset Pricing Model

Following Merton (1973),

$$
\begin{equation*}
\mathbb{E}_{t-1}\left[r_{t}\right]=\mu+\gamma \operatorname{Var}_{t-1}\left[r_{t}\right], \tag{1}
\end{equation*}
$$

where the value of $\mu$ is expected to be equal to zero and $\gamma$ is the time-invariant market price of risk. The size and sign of $\gamma$ dictate the size and direction of risk-return trade-off. ${ }^{2}$ Traditionally, we measure the returns as log differences in total return indices. Unfortunately, measuring volatility is considerably more complicated, since volatility is not observable. A vast literature in finance and econometrics is devoted to measurement and assessment of volatility.

To a large extent, the empirical risk-return trade off literature is an exercise finding the "right" volatility measure for $\operatorname{Var}_{t-1}\left[r_{t}\right]$ term in equation (1). Over years, empirical finance community has studied numerous parametric, non-parametric, and hybrid volatility measures. In this paper, we study a relatively large sample of these volatility measures. They include representatives of parametric, non-parametric, and hybrid classes. We find that while this choice of measure is important in capturing the positive market price of risk, it is not sufficient. A successful model of market price of risk seems to require modeling conditional mean, volatility, and skewness of returns. The empirical evidence supporting this claim follows.

### 3.1 Zero Conditional Skewness in Returns

### 3.1.1 GARCH Models

We study the risk-return trade-off dynamics in the context of three GARCH-in-Mean models. All the models studied in the section share a common underlying assumption. All these models assume that conditional distribution of returns are symmetric. They may allow for asymmetry in the conditional volatility of the returns, but they maintain that returns themselves are conditionally symmetrically distributed.

The workhorse of this literature remains Bollerslev (1986) GARCH model. In this study, we first posit that the conditional volatility of excess returns follows a simple $\operatorname{GARCH}(1,1)$ dynamics.

[^1]That is, we assume that the excess returns follow

$$
\begin{equation*}
r_{t}=\mu+\lambda h_{t-1}+\epsilon_{t} \tag{2}
\end{equation*}
$$

where $\epsilon_{t}=\sqrt{h_{t-1}} z_{t}$ and $z_{t}$ is a white noise error term. In Bollerslev (1986) formulation, $h_{t}$ follows

$$
\begin{equation*}
h_{t}=\omega+\alpha \epsilon_{t}^{2}+\beta h_{t-1} . \tag{3}
\end{equation*}
$$

These dynamics are stationary when $\alpha+\beta \leq 1$. We refer to the combination of equations (2) and (3) as GARCH-in-Mean.

Ghysels et al. (2005) analyze the U.S. "long data" (1928-2000) using the absolute GARCH (Abs-GARCH) specification for robustness purposes. This model specifies the dynamics of the conditional volatility as

$$
\begin{equation*}
h_{t}^{1 / 2}=\omega+\alpha\left|\epsilon_{t}\right|+\beta h_{t-1}^{1 / 2} . \tag{4}
\end{equation*}
$$

We refer to the combination of equations (2) and (4) as Abs-GARCH-in-Mean.
Nelson (1991) exponential GARCH (EGARCH) captures "the leverage effect". Very concisely, leverage effect is a negative correlation between past returns and future volatility. This model allows for asymmetry in volatility. This means that the impact of a positive market outcome on the future volatility is different from the impact of a negative outcome. Formally, this model parameterizes the conditional variance process as

$$
\begin{align*}
\ln \left(h_{t}\right) & =\omega+\alpha g\left(z_{t-1}^{*}\right)+\beta \ln \left(h_{t-1}\right)  \tag{5}\\
g\left(z_{t}^{*}\right) & =\theta z_{t}^{*}+\delta\left[\left|z_{t}^{*}\right|-\mathbb{E}\left|z_{t}^{*}\right|\right], \tag{6}
\end{align*}
$$

where $z_{t}^{*}=\varepsilon_{t} / \sqrt{h_{t}}$ and $\delta=1$. We refer to equations (2), (5), and (6) jointly as an EGARCH-M model.

The results of fitting the data using the three variations of the GARCH-M model are reported in Table 2. As is seen in Panel A, estimated GARCH parameters, namely $\omega, \alpha$ and $\beta$, are generally statistically different from zero. This observation may be viewed as support for existence of GARCH effects in the returns from Pacific basin markets, which is hardly surprising. However, the parameters of interest tell a different story. We are interested in estimated $\mu$ and $\gamma \mathrm{s}$. Merton's specification of the risk-return relation implies that estimated $\mu \mathrm{s}$ should not be significantly different from zero. It is immediately obvious from Table 2 that is condition is met for almost all markets studied here. The exception are Colombia and Thailand. On the other hand, we also clearly observe that the second requirement of the theory, $\gamma \gg 0$, does not hold in the GARCH-M model. Together, these two results imply that $\operatorname{GARCH}(1,1)$-in-Mean is not a good specification for measuring the risk-return trade-off in the Pacific basin markets.

Panel B in Table 2 reports the estimated parameters from fitting the EGARCH-M model to the data. Again, volatility parameters are generally statistically different from zero. Unlike the GARCH-M case, the majority of estimated intercept parameters in the risk-return relation are not statistically different from zero. Ten estimated intercepts are statistically non-zero, which means that using the EGARCH-M implies that the majority of these market face mild ICAPM inefficiency. The main problem with this specification is that while almost half of estimated $\gamma \mathrm{s}$ are statistically different from zero, all of them have a negative sign. In fact, only one market, Korea, demonstrates evidence of positive market price of risk. But the estimated $\gamma$ for Korea is not statistically significant. Again, we conclude that EGARCH-M may not be the best method for measuring risk-return relationship in the Pacific basin markets. Moreover, this conclusion implies that failure of GARCH-M model is not due to ignoring the leverage effect. EGARCH specification allows for leverage effect, but does not deliver a positive market price of risk.

Finally, Panel C of Table 2 reports the estimated parameters from fitting the Abs-GARCH-M model to the data. Similar to the two previous cases reported above, this specification fails to find a positive and statistically significant risk-return trade off in these markets. ${ }^{3}$ We conclude that symmetric GARCH models can not detect a positive risk-return relationship in the equity markets studied in this paper.

### 3.1.2 Rolling Window Measure of Volatility

An alternative to the parametric GARCH volatility measures studied in Section 3.1.1 is to construct non-parametric measures for volatility. In an influential paper, French et al. (1987) propose a rolling window estimator for market volatility. This method uses data sampled at the daily frequency to construct monthly volatility estimates. Following a modified version of the rolling sample approach in French et al. (1987), we estimate the conditional variance in equation (1) as:

$$
\begin{equation*}
V_{t}^{R W}=\frac{22}{D} \sum_{d=0}^{D} r_{t-d}^{2} \tag{7}
\end{equation*}
$$

where $D$ is the number of days we use in the estimation. French et al. (1987) set the value of $D$ equal to 22 to obtain within-the-month measures of risk. Ghysels et al. (2005) allow for significantly longer windows, with $D$ set to more than 120 or over five months of trading. However, Ghysels et al. (2005) find that there seems to be an optimal $D$ size corresponding to four months of trading. We follow their example and set the value of $D=88$. Thus, $V_{t}^{R W}$ corresponds to a scaled sum of daily squared returns going back 88 days.

[^2]Using this constructed measure of monthly volatility, we estimate the parameters $\mu$ and $\gamma$ of the risk-return trade-off in equation (1). This strategy requires a two step procedure. We first construct the rolling window volatility measure, then we regress monthly excess returns on the constructed volatility series.

Panel A in Table 2 reports the regression results for the markets in our sample. As is immediately clear from this Table, most Pacific rim countries have either negative (nine markets) or positive but insignificant (four) trade-off relationships. Only Korean data supports a significantly positive risk-return trade-off.

### 3.1.3 MIDAS Measure of Volatility

Ghysels et al. (2005) examines the risk-return relationship using the mixed data sampling (MIDAS) method. The MIDAS estimator of the conditional variance $\operatorname{Var}_{t}\left(r_{t+1}\right)$ is based on historical squared returns:

$$
\begin{equation*}
V_{t}^{M I D A S}=22 \sum_{d=0}^{\infty} w_{d} r_{t-d}^{2} \tag{8}
\end{equation*}
$$

where $w_{d}$ is the weight assigned to the squared return $r_{t-d}^{2}$.
For the sake of parsimony, all the weights $w_{d}$ are postulated in a flexible function of two parameters $\kappa_{1}$ and $\kappa_{2}$ which control the speed of weights' decay.

$$
\begin{equation*}
w_{d}=\frac{\exp \left(\kappa_{1} d+\kappa_{2} d^{2}\right)}{\sum_{i=0}^{\infty} \exp \left(\kappa_{1} i+\kappa_{2} i^{2}\right)} \tag{9}
\end{equation*}
$$

The parameters $\kappa_{1}, \kappa_{2}, \mu$, and $\gamma$ are estimated by the maximum likelihood assuming that the distribution of the disturbance term in equation (1) conditioning on the variance estimator is normal. ${ }^{4}$

Ghysels et al. (2005) apply the MIDAS method on the CRSP value-weighted U.S. stock returns and find empirical evidence supporting a robust, positive, and statistically significant market price of risl; hence empirical support for the fixed-parameter, linear form of ICAPM. The varying weighs in equation ( ??) yield considerable flexibility in estimation of conditional variance, so that the risk-return relationship can be better assessed.

Panel B in Table 2 indicates a negative relationship between returns and volatility in case of eleven out of fifteen markets. Market returns in Korea, the Philippines, and Thailand, support a positive linear relationship with the MIDAS conditional variance. However, the estimated parameters are not statistically significant.

Figure ?? displays the MIDAS weights for all the Pacific-basin countries. We find that these weights decay at a much faster rate compared to the weights estimated using U.S. data and reported

[^3]by Ghysels et al. (2005). The exponential weights totally die out within two weeks in most of the countries we examined in this paper. This rapid decline in the importance of past daily squared returns is most likely responsible for the failure of the MIDAS method in capturing the expected positive market price of risk. We conducted extensive search over different weight and estimation configurations and feel confident that our results are robust to different estimation procedure options.

### 3.1.4 Volatility Regimes

According to Rossi and Timmermann (2009), the shape of the risk-return relationship may differ by the states of the economy. In order to explain this state dependent relationship between the conditional variance and return, we split the time series of the computed variances through MIDAS into two states:

$$
\begin{equation*}
r_{t}=\mu+\gamma_{1} \operatorname{Var}_{t-1}^{+}\left[r_{t}\right]+\gamma_{2} \operatorname{Var}_{t-1}^{-}\left[r_{t}\right]+\epsilon_{t} \tag{10}
\end{equation*}
$$

where

$$
\begin{aligned}
\operatorname{Var}_{t-1}^{+}\left[r_{t}\right] & =\operatorname{Var}_{t-1}\left[r_{t}\right] \mathbf{1}_{\mathbf{r}_{\mathbf{t}-\mathbf{1}}>\mathbf{0}} \\
\operatorname{Var}_{t-1}^{-}\left[r_{t}\right] & =\operatorname{Var}_{t-1}\left[r_{t}\right] \mathbf{1}_{\mathbf{r}_{\mathbf{t}-\mathbf{1}}<\mathbf{0}}
\end{aligned}
$$

Panel C in Table 2 shows that more countries display a significant and positive risk-return tradeoff when there is a good realization of excess returns in the market $\left(r_{t-1}>0\right)$. More precisely, Colombia, the Philippines, and Singapore show evidence of positive and significant response to good news. When bad news arrive in a market, only Korea still exhibits strong positive risk-return relationship. The response in Canada and Taiwan is statistically significant, but estimated $\lambda_{2}$ is negative. We find additional evidences in support of the ICAPM as we sort the data in two market conditions. In order to further investigate the point that the relationship between risk and return may vary according to the market conditions, we also sorted the computed variances by the return quantile and only estimate the slope coefficients $\left(\gamma_{1}\right.$ and $\left.\gamma_{2}\right)$ with the $10^{\text {th }}$ - percentile and $90^{\text {th }}$ - percentile of the returns. Empirically, these results confirm our previous findings that Philippines and Singapore have a significant positive risk-return trade-off with the $10 \%$ best returns. While Korea shows a very significant trade-off with the lowest $10 \%$ of the returns.However, due to the sparsity of data, these results need to be treated with caution. Hence, they are not reported here, but are available upon request.

### 3.2 Non-Zero Conditional Skewness in Returns: BiN-GARCH Measure of Volatility

In a recent paper, Feunou et al. (2010) question the two implicit underlying assumptions of the empirical risk-return literature, namely constant market price of risk and conditional symmetry in returns. As it is seen in Table 1, even unconditionally, the skewness of excess returns is significantly different from what you expect in a symmetric distribution such as normal or Student's-t. Jondeau and Rockinger (2003) show that the existence of significant conditional negative skewness both in major international equity market and in foreign exchange market returns can not be ruled out. Thus, the assumption that conditional distribution of returns is symmetric, may be counterfactual.

On the other hand, Rossi and Timmermann (2009) question the assumption that market price of risk is a constant. Feunou et al. (2010) push this argument further and posit that market price of risk is not a constant parameter, but a time and state dependent process. They derive a closed form expression for this process in an endowment equilibrium economy populated with ambiguity averse agents. ${ }^{5}$

Feunou et al. (2010) estimation procedure is based on a variation of GARCH which they call binormal GARCH (BiN-GARCH). This model assumes that excess returns are conditionally binormally distributed. ${ }^{6}$ Binormal distribution can be parameterized by the mean $\mu_{t}$, the variance $\sigma_{t}^{2}$, and the Pearson mode skewness, $p_{t}$ as given by: ${ }^{7}$

$$
\begin{align*}
\mu_{t} & =m_{t}+\sigma_{t} p_{t}  \tag{11}\\
\sigma_{t}^{2} & =(1-2 / \pi)\left(\sigma_{2, t}-\sigma_{1, t}\right)^{2}+\sigma_{1, t} \sigma_{2, t}  \tag{12}\\
p_{t} & =\sqrt{2 / \pi} \cdot\left(\sigma_{2, t}-\sigma_{1, t}\right) / \sigma_{t} \tag{13}
\end{align*}
$$

It can be shown that the initial parameters $\sigma_{1, t}$ and $\sigma_{2, t}$ are expressed in terms of the total variance and the Pearson mode skewness as follows:

$$
\begin{align*}
\sigma_{1, t} & =\sigma_{t}\left(-\sqrt{\pi / 8} p_{t}+\sqrt{1-(3 \pi / 8-1) p_{t}^{2}}\right)  \tag{14}\\
\sigma_{2, t} & =\sigma_{t}\left(\sqrt{\pi / 8} p_{t}+\sqrt{1-(3 \pi / 8-1) p_{t}^{2}}\right) \tag{15}
\end{align*}
$$

Feunou et al. (2010) show that in their equilibrium model, the conditional mode is an implicit nonlinear function of conditional downside and upside volatilities, $m_{t}=g\left(\sigma_{1, t}, \sigma_{2, t}\right)$. The implicit

[^4]function $g$ is parameterized by the preference parameters. They provide a detailed discussion in their paper and an external appendix. The equation $m_{t}=g\left(\sigma_{1, t}, \sigma_{2, t}\right)$ defines a new risk-return relation that relates the conditional mode to the conditional downside and upside volatilities. To be able to deal with this new trade-off between risk and reward, they first-order linearize the nonlinear model around the steady state values ( $\bar{\sigma}_{1}, \bar{\sigma}_{2}$ ) to obtain
\[

$$
\begin{equation*}
m_{t}=g\left(\sigma_{1, t}, \sigma_{2, t}\right) \approx \lambda_{0}+\lambda_{1} \sigma_{1, t}+\lambda_{2} \sigma_{2, t} . \tag{16}
\end{equation*}
$$

\]

Given the expression (16), the traditional risk-return trade-off that relates expected returns to the total variance may be expressed as:

$$
\begin{align*}
\mu_{t} & =m_{t}+\sigma_{t}  \tag{17}\\
\mathbb{E}_{t}\left[r_{t+1}\right] & =\lambda_{0}+\lambda_{t}^{*} \sigma_{t} \tag{18}
\end{align*}
$$

where

$$
\begin{equation*}
\lambda_{t}^{*}=\left(1-\left(\lambda_{1}-\lambda_{2}\right) \sqrt{\pi / 8}\right) p_{t}+\left(\lambda_{1}+\lambda_{2}\right) \sqrt{1-(3 \pi / 8-1) p_{t}^{2}} . \tag{19}
\end{equation*}
$$

The first equality in Eq. (17) follows by the definition of mean in binormal distribution, Eq. (11). The second equality in Eq. (17) and Eq. (19) follow from Eq. (14) and Eq. (16). Eq. (17) characterizes the traditional risk-return trade-off in this model, and shows that the price of risk depends on the asymmetry in returns.

In equilibrium, expression (16) holds exactly:

$$
\begin{equation*}
m_{t}=\lambda_{0}+\lambda_{1} \sigma_{1, t}+\lambda_{2} \sigma_{2, t} . \tag{20}
\end{equation*}
$$

If $\lambda_{2} \approx-\lambda_{1}$, then the mode is a function of the relative downside volatility, $\sigma_{1, t}-\sigma_{2, t}$, that is

$$
\begin{equation*}
m_{t} \approx \lambda_{0}+\lambda_{1}\left(\sigma_{1, t}-\sigma_{2, t}\right) \tag{21}
\end{equation*}
$$

and the price of risk in the traditional risk-return trade-off simplifies to:

$$
\begin{equation*}
\lambda_{t}^{*}=\left(1-\lambda_{1} \sqrt{\pi / 2}\right) p_{t} . \tag{22}
\end{equation*}
$$

Feunou et al. (2010) show that the coefficients $\lambda_{0}, \lambda_{1}$ and $\lambda_{2}$ all depend on preference parameters. There are three main model implications for the risk-return trade-off. First, the loading of the conditional mode on downside volatility, $\lambda_{1}$, is positive, implying that the conditional mode increases to compensate for an increase in downside volatility. Second, the loading of the conditional mode on upside volatility, $\lambda_{2}$, is negative, which implies that the conditional mode increases
to compensate for a decrease in upside volatility. Third, $\lambda_{2}$ is very close to $-\lambda_{1}$. We have discussed this case in a previous paragraph and subsequently show that this restriction is statistically supported by the data. Thus, only the relative downside volatility, $\sigma_{1, t}-\sigma_{2, t}$, seems to matter in equilibrium. An increase in relative downside volatility is compensated with an increase in the conditional mode, $m_{t}$.

To close the model, we need to characterize the dynamics of Pearson mode skewness, $p_{t}$, and total volatility, $\sigma_{t}$. We follow Feunou et al. (2010) and assume that $\sigma_{t}$ follows the nonlinear GARCH (NGARCH) dynamics of Engle and Ng (1993). This assumption implies that

$$
\begin{equation*}
\sigma_{t+1}^{2}=\beta_{0}+\beta_{1} \sigma_{t}^{2}+\beta_{2} \sigma_{t}^{2}\left(z_{t+1}-\theta\right)^{2}, \tag{23}
\end{equation*}
$$

where $z_{t+1}=\left(r_{t+1}-\mathbb{E}_{t}\left[r_{t+1}\right]\right) / \sigma_{t}$ are standardized residuals. BiN-GARCH model nests NGARCH. The only requirement is $\sigma_{1, t}=\sigma_{2, t}$.

We directly follow Feunou et al. (2010) and assume that Pearson mode skewness dynamics are characterized by:

$$
\begin{equation*}
p_{t+1}=\sqrt{\frac{2}{\pi-2}} \tanh \left(\kappa_{0}+\kappa_{1} z_{t+1}^{*} I\left(z_{t+1}^{*} \geq 0\right)+\kappa_{2} z_{t+1}^{*} I\left(z_{t+1}^{*}<0\right)+\kappa_{3} p_{t}\right), \tag{24}
\end{equation*}
$$

where $z_{t+1}^{*}=\left(r_{t+1}-m_{t}\right) / \sigma_{t}$. This nonlinear GARCH-type dynamics of the conditional Pearson mode skewness also features asymmetry in asymmetry. Asymmetries in the Pearson mode skewness are generated by deviations of realized returns from the conditional mode. This formulation is based on the autoregressive conditional skewness of Harvey and Siddique (1999, 2000).

Table 4 reports maximum likelihood estimation results for fitting the unrestricted BiN-GARCH model in Eq. (20) to excess returns data. ${ }^{8}$ Returns data from eight markets supports statistically significant and positive $\lambda_{1}$ and negative $\lambda_{2}$. Two markets, Taiwan and Thailand, deliver estimated parameters that have the expected sign, but are not statistically significant. The remaining four markets, Canada, Colombia, Mexico, and Malaysia do not support the positive loading on downside and negative loading on upside volatility.

For the majority of markets that support positive $\lambda_{1}$ and negative $\lambda_{2}$, the following regularities are noticeable: First, absolute values of the estimated $\lambda_{1}$ and $\lambda_{2}$ are very close, generally less than one standard error apart. Second, unconditional expected values of Pearson mode skewness, $\mathbb{E}\left(p_{t}\right)$, are negative and thus lend additional credibility to negative conditional skewness in excess returns. Third, for all markets studied, BiN-GARCH is preferable to NGARCH model, based on the reported likelihood ratio (LR) test statistics reported in the last row of the table.

Based on what is observed in Table 4, we find it reasonable to impose the linear restriction $\lambda_{1}=$

[^5]$-\lambda_{2}$ and estimate the relationship between the conditional mode and the relative downside risk, Eq. (21). Maximum likelihood estimation results from fitting this equation to data are presented in Table 5. It is immediately obvious that estimated $\lambda_{1}$ parameter is statistically significant and positive for nine markets studied in this paper. It is negative, but statistically significant for Colombia. Given this restricted formulation, we can compute the expected traditional market price of risk, Eq. (22), easily. These results, denoted $\mathbb{E}\left(\lambda_{t}^{*}\right)$, imply that in eight markets in the sample, data supports a positive market price of risk. This observation translates into over $50 \%$ success in capturing positive risk-return tradeoff in the cross section of the sample. This ratio is larger than any reasonable assumption about observed variation in the cross section under the null of no positive risk-return tradeoff. Notice that by this measure, BiN-GARCH is far more successful than all the other models discussed in the paper in capturing the positive market price of risk in the Pacific basin markets. Similar to what is observed for the unrestricted BiN-GARCH model, the restricted version is preferable to NAGRCH benchmark model, as attested by the LR test statistics in the last row of the table.

## 4 Conclusions

We study risk-return tradeoff relationship in fourteen Pacific basin financial markets. The main question addressed in the paper is whether modeling, and pricing the premia, for the first two moments is adequate for capturing the dynamics of risk-return tradeoff relationship. We empirically demonstrate that in addition to conditional mean and volatility, one needs to model the conditional skewness.

We show that regardless of the returns volatility model used, assuming zero conditional skewness which means symmetry in returns, leads to failure in capturing the expected positive market price of risk. We also empirically demonstrate that allowing for time-varying and non-zero conditional skewness in BiN-GARCH model, we successfully capture a positive market price of risk in over half of the markets studies.

These findings have an important impact on the way we study risk-reward relationship. We show that market price of risk modeled as a time-varying process, and not a constant parameter, is better supported by the data in Pacific basin markets. This implies that the level of effective risk tolerance, following Merton (1973) formulation, is time-varying. In turn, this observation has profound implications for financial activities such as portfolio choice and option pricing that make implicit or explicit assumptions regarding risk tolerance of market participants. On the other hand, we show that ignoring conditional skewness leads to considerable misspecification in the econometric models of risk. Thus, to construct more accurate risk management tools such as Value-at-Risk (VaR) or expected shortfall (ES), a careful modeling of conditional higher moments, such as conditional skewness, is crucial.
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Table 1: Descriptive Statistics of the Data

| Country | Australia | Canada | Colombia | Hong Kong | Indonesia | Japan | Korea | Malaysia | Mexico | New Zealand | the Philippines | Singapore | Taiwan | Thailand |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Mean (\%) | 1.94 | 2.83 | 8.55 | 7.64 | 2.68 | 3.03 | -0.65 | 1.81 | 12.93 | -1.83 | -0.25 | 3.89 | -0.92 | -0.38 |
| Std. Dev. (\%) | 25.24 | 20.07 | 33.22 | 35.84 | 49.15 | 21.89 | 37.93 | 29.95 | 33.29 | 23.58 | 32.40 | 29.24 | 37.44 | 40.02 |
| Skewness | -1.62 | -1.04 | -0.42 | -0.54 | 0.19 | 0.00 | ${ }^{0.20}$ | -0.24 | $-1.03$ | -0.34 | -0.15 | ${ }^{-0.56}$ | -0.07 | -0.52 |
| Kurtosis | 10.86 | 3.78 | 0.93 | 6.78 | 4.53 | 0.54 | 2.87 | 4.04 | 3.26 | 1.32 | 1.89 | 6.01 | 1.43 | 2.19 |
| Start Date | 02-70 | 02-70 | 01-93 | 02-70 | 01-88 | 02-70 | 01-88 | 01-88 | 01-88 | 01-88 | 01-88 | 02-70 | 01-88 | 01-88 |
| No. Obs. | 470 | 470 | 194 | 470 | 254 | 470 | 254 | 254 | 254 | 254 | 254 | 470 | 254 | 254 |


 rate as our proxy for the risk-free rate. Source: Thomson Reuters Datastream.
Table 2: GARCH Estimation Results

| Country | Aus | Canada | Col | HK | Ind | Japan | Korea | Malay | Mex | NZ | Phil | Sing | Taiwan | Thai |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Panel A: GARCH(1,1)-in-Mean |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $\mu$ | $\begin{gathered} 0.5002 \\ (0.7529) \end{gathered}$ | $\begin{aligned} & 0.8332 \\ & (0.729) \end{aligned}$ | $\begin{aligned} & 0.7107 * \\ & (0.0000847) \end{aligned}$ | $\begin{aligned} & 1.0187 \\ & (0.6409) \end{aligned}$ | $\begin{aligned} & 2.3110 \\ & (1.6184) \end{aligned}$ | $\begin{gathered} 0.1149 \\ (1.0343) \end{gathered}$ | $\begin{aligned} & 0.4255 \\ & (1.0265) \end{aligned}$ | $\begin{aligned} & 1.1231 \dagger \\ & (0.5667) \end{aligned}$ | $\begin{aligned} & 2.4398 \\ & (1.7157) \end{aligned}$ | $\begin{aligned} & 1.9926 \\ & (1.4278) \end{aligned}$ | $\begin{aligned} & 2.7512 \\ & (1.7122) \end{aligned}$ | $\begin{gathered} 0.5462 \\ (0.4999) \end{gathered}$ | $\begin{gathered} 0.5607 \\ (1.2821) \end{gathered}$ | $\begin{aligned} & \hline 2.5176 * \\ & (1.0898) \end{aligned}$ |
| $\gamma$ | $\begin{aligned} & -0.0063 \\ & (0.0150) \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.0103 \\ & (0.0229) \\ & \hline \end{aligned}$ | $\begin{gathered} 3.57 E-05 \\ (0.0077) \\ \hline \end{gathered}$ | $\begin{gathered} -0.0070 \\ (0.0081) \\ \hline \end{gathered}$ | $\begin{array}{r} -0.0056 \\ (0.0077) \\ \hline \end{array}$ | $\begin{array}{r} 0.0060 \\ (0.0260) \\ \hline \end{array}$ | $\begin{gathered} 0.0036 \\ (0.0096) \\ \hline \end{gathered}$ | $\begin{aligned} & -0.0059 \\ & (0.0092) \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.0090 \\ & (0.0200) \\ & \hline \end{aligned}$ | $\begin{array}{r} -0.0396 \\ (0.0336) \\ \hline \end{array}$ | $\begin{gathered} -0.0262 \\ (0.0202) \\ \hline \end{gathered}$ | $\begin{aligned} & -0.0035 \\ & (0.0068) \\ & \hline \end{aligned}$ | $\begin{gathered} -0.0028 \\ (0.0128) \\ \hline \end{gathered}$ | $\begin{aligned} & -0.0162 \\ & (0.0100) \\ & \hline \end{aligned}$ |
| $\omega$ | $\begin{aligned} & 1.9632 * \\ & (0.9258) \end{aligned}$ | $\begin{aligned} & 9.2015 * \\ & (2.6502) \end{aligned}$ | $\begin{aligned} & 91.44 * \\ & (7.99) \end{aligned}$ | $\begin{aligned} & 6.6271 * \\ & (2.4775) \end{aligned}$ | $\begin{gathered} 120.7305 * \\ (7.2048) \end{gathered}$ | $3.3841 \dagger$ | $\underset{(5.1887)}{10.8317 *}$ | $\begin{aligned} & 3.2619 * \\ & (1.6054) \end{aligned}$ | $\begin{aligned} & 9.3046 * \\ & (4.6154) \end{aligned}$ | $\begin{gathered} 3.0337 \\ (2.2253) \end{gathered}$ | $\begin{gathered} 5.2066 \\ (3.6311) \end{gathered}$ | $\begin{aligned} & 1.8853 * \\ & (0.7217) \end{aligned}$ | $\begin{gathered} 2.1056 \\ (1.7090) \end{gathered}$ | $\begin{aligned} & 9.4915 * \\ & (3.9756) \end{aligned}$ |
| ${ }^{\alpha}$ | $\begin{aligned} & 0.1195 * \\ & (0.0249) \end{aligned}$ | $\begin{aligned} & 0.2347 * \\ & (0.0501) \end{aligned}$ | $\begin{gathered} 0.0000 \\ (1.91 E-12) \end{gathered}$ | $\begin{aligned} & 0.2359 * \\ & (0.0493) \end{aligned}$ | $\begin{aligned} & 0.4937 * \\ & (0.1159) \end{aligned}$ | $\begin{aligned} & 0.1002 * \\ & (0.0352) \end{aligned}$ | $\begin{aligned} & 0.2005 * \\ & (0.0615) \end{aligned}$ | $\begin{aligned} & 0.2424 * \\ & (0.0495) \end{aligned}$ | $\begin{aligned} & 0.1451 * \\ & (0.0529) \end{aligned}$ | $\begin{aligned} & 0.1027 * * \\ & (0.0348) \end{aligned}$ | $\begin{aligned} & 0.0798 * \\ & (0.0357) \end{aligned}$ | $\begin{aligned} & 0.2199 * \\ & (0.0346) \end{aligned}$ | $\begin{aligned} & 0.0875 * \\ & (0.0297) \end{aligned}$ | $\begin{aligned} & 0.1635 * \\ & (0.0456) \end{aligned}$ |
| $\beta$ | $\begin{aligned} & 0.8614 * \\ & (0.0284) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.5081 * \\ & (0.1001) \\ & \hline \end{aligned}$ | $\begin{gathered} 0.0000 \\ (1.40 \mathrm{E}-16) \\ \hline \end{gathered}$ | $\begin{array}{r} 0.7395 * \\ (0.0564) \\ \hline \end{array}$ | $\begin{aligned} & 2.31 E-19 \\ & (1.20 E-12) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.8190 * \\ & (0.0690) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.7058 * \\ & (0.0906) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.7253 * \\ & (0.0629) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.7709 * \\ & (0.0638) \end{aligned}$ | $\begin{aligned} & 0.8380 * \\ & (0.0626) \end{aligned}$ | $\begin{gathered} 0.86211 \\ (0.0691) \\ \hline \end{gathered}$ | $\begin{gathered} 0.7993 * \\ (0.022) \\ \hline \end{gathered}$ | $\begin{aligned} & 0.8972 * \\ & (0.0269) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.7669 * \\ & (0.0666) \\ & \hline \end{aligned}$ |
| Log-Lik | 1533.8101 | 1426.79 | 1442.39 | 1672.58 | 1016.9373 | 1477.4652 | 938.00 | 860.75 | 927.94 | 840.06 | 920.74 | 1581.70 | 948.85 | 955.51 |
| SBC | 3098.22 | 2884.18 | 713.30 | 3375.75 | 2056.02 | 2985.53 | 1903.69 | 1749.19 | 1883.57 | 1707.80 | 1869.17 | 3193.99 | 1925.38 | 1938.70 |
| Panel B: EGARCH(1,1)-in-Mean |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $\mu$ | $\begin{aligned} & 1.5117 * \\ & (0.4247) \end{aligned}$ | $\begin{gathered} 0.9105 \\ (0.5595) \end{gathered}$ | $\begin{aligned} & \text { 7.8001* } \\ & (2.3745) \end{aligned}$ | $\begin{aligned} & 2.0804 * \\ & (0.4784) \end{aligned}$ | $\begin{aligned} & \hline 7.5966 * \\ & (2.9003) \end{aligned}$ | $\begin{aligned} & 1.2426 \\ & (1.7480) \end{aligned}$ | $\begin{gathered} -0.0747 \\ (0.8589) \end{gathered}$ | $\begin{aligned} & 1.0469 \dagger \\ & (0.5445) \end{aligned}$ | $\begin{aligned} & \hline 2.7617 * \\ & (0.9018) \end{aligned}$ | $\begin{aligned} & \hline 2.0969 \dagger \\ & (1.1603) \end{aligned}$ | $\begin{aligned} & 4.0838 * \\ & (2.0601) \end{aligned}$ | $\begin{aligned} & \hline 1.0110 \dagger \\ & (0.5593) \end{aligned}$ | $\begin{aligned} & 0.6975 \\ & (1.1248) \end{aligned}$ | $\begin{aligned} & 1.6576 * \\ & (0.3599) \end{aligned}$ |
| $\gamma$ | $\begin{gathered} -0.0266 * \\ (0.0063) \\ \hline \end{gathered}$ | $\begin{aligned} & -0.0165 \\ & (0.0164) \\ & \hline \end{aligned}$ | $\begin{gathered} -0.0804 * \\ (0.0326) \\ \hline \end{gathered}$ | $\begin{aligned} & -0.0130 \\ & (0.0035) \\ & \hline \end{aligned}$ | $\begin{gathered} -0.0419 * \\ (0.0177) \\ \hline \end{gathered}$ | $\begin{aligned} & -0.0236 \\ & (0.0436) \\ & \hline \end{aligned}$ | $\begin{gathered} 0.0016 \\ (0.0096) \end{gathered}$ | $\begin{aligned} & -0.0097 \\ & (0.0100) \\ & \hline \end{aligned}$ | $\begin{array}{r} -0.0148 \\ (0.0151) \\ \hline \end{array}$ | $\begin{gathered} -0.0502 \dagger \\ (0.0293) \\ \hline \end{gathered}$ | $\begin{gathered} -0.0487 \dagger \\ (0.0257) \\ \hline \end{gathered}$ | $\begin{gathered} -0.0031 \\ (0.0062) \\ \hline \end{gathered}$ | $\begin{aligned} & -0.0056 \\ & (0.0113) \\ & \hline \end{aligned}$ | $\begin{gathered} -0.0146 * \\ (0.0044) \\ \hline \end{gathered}$ |
| $\omega$ | $\begin{aligned} & 0.1383 \dagger \\ & (0.0768) \end{aligned}$ | $\begin{aligned} & 0.9025 * \\ & (0.3482) \end{aligned}$ | $\begin{aligned} & 6.2018 * \\ & (1.0359) \end{aligned}$ | $\begin{aligned} & 0.3118 * \\ & (0.1097) \end{aligned}$ | $\begin{aligned} & 3.7274 * \\ & (1.4549) \end{aligned}$ | $\begin{aligned} & 0.6246 \\ & (0.5933) \end{aligned}$ | $\begin{aligned} & 0.2136 * \\ & (0.0953) \end{aligned}$ | $\begin{aligned} & 0.2917 * \\ & (0.1216) \end{aligned}$ | $\begin{aligned} & 0.5075 \dagger \\ & (0.2751) \end{aligned}$ | $\begin{gathered} 0.1394 \\ (0.1083) \end{gathered}$ | $\begin{aligned} & 0.3436 \dagger \\ & (0.1758) \end{aligned}$ | $\begin{aligned} & 0.2029 * \\ & (0.0640) \end{aligned}$ | $\begin{gathered} 0.2584 \\ (0.1686) \end{gathered}$ | $\begin{aligned} & 0.3392 \dagger \\ & (0.1722) \end{aligned}$ |
| $\alpha$ | $\begin{aligned} & 0.2112 * \\ & (0.0445) \end{aligned}$ | $\begin{aligned} & 0.3386 * \\ & (0.0841) \end{aligned}$ | $\begin{aligned} & -0.1157 \\ & (0.0933) \end{aligned}$ | $\begin{aligned} & 0.3535 * \\ & (0.0771) \end{aligned}$ | $\begin{aligned} & 0.4606 * \\ & (0.1251) \end{aligned}$ | $\begin{aligned} & 0.2247 * \\ & (0.1029) \end{aligned}$ | $\begin{aligned} & 0.1392 * \\ & (0.0393) \end{aligned}$ | $\begin{aligned} & 0.4262 * \\ & (0.0877) \end{aligned}$ | $\begin{aligned} & 0.2145 * \\ & (0.0751) \end{aligned}$ | $\begin{gathered} 0.0657 \\ (0.1011) \end{gathered}$ | $\begin{gathered} 0.0996 \\ (0.0692) \end{gathered}$ | $\begin{aligned} & 0.3281 * \\ & (0.0519) \end{aligned}$ | $\begin{aligned} & 0.2376 * \\ & (0.0804) \end{aligned}$ | $\begin{aligned} & 0.2140 * \\ & (0.0961) \end{aligned}$ |
| $\beta$ | $\begin{aligned} & 0.9679 * \\ & (0.0195) \end{aligned}$ | $\begin{aligned} & 0.7406 * \\ & (0.1012) \end{aligned}$ | $\begin{gathered} -0.3976 \dagger \\ (0.2318) \end{gathered}$ | $\begin{aligned} & 0.9353 * \\ & (0.0237) \end{aligned}$ | $\begin{gathered} 0.284 \\ (0.2805) \end{gathered}$ | $\begin{aligned} & 0.8303 * \\ & (0.1621) \end{aligned}$ | $\begin{aligned} & 0.9527 * \\ & (0.0210) \end{aligned}$ | $\begin{aligned} & 0.9283 * \\ & (0.0304) \end{aligned}$ | $\begin{aligned} & 0.8864 * \\ & (0.0625) \end{aligned}$ | $\begin{aligned} & 0.9635 * \\ & (0.0289) \end{aligned}$ | $\begin{gathered} 0.9228 \\ (0.0400) \end{gathered}$ | $\begin{aligned} & 0.9588 * \\ & (0.0152) \end{aligned}$ | $\begin{aligned} & 0.9443 * \\ & (0.0363) \end{aligned}$ | $\begin{aligned} & 0.9309 * \\ & (0.0365) \end{aligned}$ |
| $\theta$ | $\begin{gathered} 0.1002 \\ (0.0811) \\ \hline \end{gathered}$ | $\begin{gathered} -0.3423 * \\ (0.1506) \\ \hline \end{gathered}$ | $\begin{gathered} 2.1166 \\ (1.5336) \\ \hline \end{gathered}$ | $\begin{aligned} & 0.3240 * \\ & (0.0911) \\ & \hline \end{aligned}$ | $\begin{gathered} -0.5418 * \\ (0.1643) \\ \hline \end{gathered}$ | $\begin{aligned} & -0.2722 \\ & (0.3198) \\ & \hline \end{aligned}$ | $\begin{gathered} -1.2069 * \\ (0.2792) \\ \hline \end{gathered}$ | $\begin{gathered} -0.2317 \dagger \\ (0.1220) \\ \hline \end{gathered}$ | $\begin{array}{r} -0.5231 \\ (0.3219) \\ \hline \end{array}$ | $\begin{aligned} & -1.5347 \\ & (2.2774) \\ & \hline \end{aligned}$ | $\begin{aligned} & -1.0473 \\ & (0.8165) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.1094 \\ & (0.0785) \\ & \hline \end{aligned}$ | $\begin{gathered} -0.2990 \dagger \\ (0.1689) \\ \hline \end{gathered}$ | $\begin{aligned} & -0.4243 \\ & (0.2950) \\ & \hline \end{aligned}$ |
| Log-Lik | 1527.00 | 1423.43 | 705.81 | 1658.36 | 1011.94 | 1476.75 | 929.85 | 859.82 | 923.82 | 836.58 | 915.92 | 1578.51 | 946.91 | 954.95 |
| BIC | 3090.72 | 2883.58 | 1443.23 | 3353.44 | 2057.11 | 2990.23 | 1892.92 | 1752.86 | 1880.86 | 1706.38 | 1865.07 | 3193.74 | 1927.05 | 1943.13 |
| Panel C: Abs-GARCH (1,1)-in-Mean |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $\mu$ | $\begin{aligned} & 2.3803 \dagger \\ & (1.3511) \end{aligned}$ | $\begin{gathered} 1.2871 \\ (1.5772) \end{gathered}$ | $\begin{aligned} & \substack{1.2719 * \\ (0.0077)} \end{aligned}$ | $\begin{gathered} 2.2411 \\ (1.4074) \end{gathered}$ | $\begin{array}{r} 6.1345 \\ (3.7725) \end{array}$ | $\begin{gathered} 0.1301 \\ (2.1082) \end{gathered}$ | $\begin{gathered} 0.4719 \\ (2.2735) \end{gathered}$ | $\begin{aligned} & 1.8317 \\ & (1.1414) \end{aligned}$ | $\begin{gathered} 3.5810 \\ (3.7540) \end{gathered}$ | $\begin{gathered} 3.9768 \\ (3.0100) \end{gathered}$ | $\begin{aligned} & 6.3168 \dagger \\ & (3.4845) \end{aligned}$ | $\begin{aligned} & 1.4871 \dagger \\ & (0.7686) \end{aligned}$ | $\begin{aligned} & 1.1464 \\ & (2.5217) \end{aligned}$ | $\begin{aligned} & 5.8159 * \\ & (2.2634) \end{aligned}$ |
| $\gamma$ | $\begin{gathered} -0.3324 \dagger \\ (0.1994) \\ \hline \end{gathered}$ | $\begin{array}{r} -0.1417 \\ (0.2899) \\ \hline \end{array}$ | $\begin{gathered} -0.0583 \\ (0.074) \\ \hline \end{gathered}$ | $\begin{aligned} & -0.2140 \\ & (0.1699) \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.3664 \\ & (0.2919) \\ & \hline \end{aligned}$ | $\begin{gathered} 0.0352 \\ (0.3417) \end{gathered}$ | $\begin{gathered} 0.0304 \\ (0.2444) \\ \hline \end{gathered}$ | $\frac{-0.1574}{(0.1767)}$ | $\begin{aligned} & -0.2122 \\ & (0.4212) \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.5712 \\ & (0.4708) \\ & \hline \end{aligned}$ | $\begin{array}{r} -0.6405 \\ (0.3938) \\ \hline \end{array}$ | $\begin{gathered} -0.1696 \dagger \\ (0.1023) \\ \hline \end{gathered}$ | $\begin{aligned} & -0.0915 \\ & (0.2697) \\ & \hline \end{aligned}$ | $\begin{gathered} -0.5127 * \\ (0.241) \\ \hline \end{gathered}$ |
| $\omega$ | $\begin{aligned} & 1.6963 * \\ & (0.8189) \end{aligned}$ | $\begin{aligned} & 9.1289 * \\ & (2.6402) \end{aligned}$ | $\underset{(0.0010)}{91.4241 *}$ | $\begin{aligned} & 6.5838 * \\ & (2.4598) \end{aligned}$ | $\underset{(6.9938)}{120.3281 *}$ | $\begin{aligned} & 3.3358 \dagger \\ & (1.9475) \end{aligned}$ | $\underset{(5.2243)}{10.7915 *}$ | $\begin{aligned} & 3.1533 * \\ & (1.5790) \end{aligned}$ | $\begin{aligned} & 9.2556 * \\ & (4.6235) \end{aligned}$ | $\begin{aligned} & 3.3111 \\ & (2.4127) \end{aligned}$ | $\begin{gathered} 4.9241 \\ (3.3810) \end{gathered}$ | $\begin{aligned} & 1.6604 * \\ & (0.6761) \end{aligned}$ | $\begin{gathered} 2.1429 \\ (1.7238) \end{gathered}$ | $\begin{aligned} & 9.4723 * \\ & (3.9369) \end{aligned}$ |
| ${ }^{\alpha}$ | $\begin{aligned} & 0.1304 * \\ & (0.0261) \end{aligned}$ | $\begin{aligned} & 0.2331 * \\ & (0.0490) \end{aligned}$ | $\begin{gathered} 0.0000 \\ (1.08 E-16) \end{gathered}$ | $\begin{aligned} & 0.2524 * \\ & (0.0523) \end{aligned}$ | $\begin{aligned} & 0.4893 * \\ & (0.1143) \end{aligned}$ | $\begin{aligned} & 0.0997 * \\ & (0.0349) \end{aligned}$ | $\begin{aligned} & 0.2025 * \\ & (0.0615) \end{aligned}$ | $\begin{aligned} & 0.2394 * \\ & (0.0490) \end{aligned}$ | $\begin{aligned} & 0.1447 * \\ & (0.0530) \end{aligned}$ | $\begin{aligned} & 0.1043 * \\ & (0.0361) \end{aligned}$ | $\begin{aligned} & 0.0843 * \\ & (0.0352) \end{aligned}$ | $\begin{aligned} & 0.2286 * \\ & (0.0355) \end{aligned}$ | $\begin{aligned} & 0.0882 * \\ & (0.0299) \end{aligned}$ | $\begin{aligned} & 0.1685 * \\ & (0.0476) \end{aligned}$ |
| $\beta$ | $\begin{aligned} & 0.8574 * \\ & (0.0276) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.5116 * \\ & (0.0995) \\ & \hline \end{aligned}$ | $\begin{gathered} 0.0002 \\ (0.0874) \end{gathered}$ | $\begin{array}{r} 0.7285 * \\ (0.0572) \\ \hline \end{array}$ | $\begin{gathered} -1.18 E-19 \\ (9.14 E-16) \\ \hline \end{gathered}$ | $\begin{aligned} & 0.8207 * \\ & (0.0682) \end{aligned}$ | $\begin{aligned} & 0.7047 * \\ & (0.0908) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.7297 * \\ & (0.0619) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.7717 * \\ & (0.0642) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.8301 * \\ & (0.0683) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.8614 * \\ & (0.0650) \\ & \hline \end{aligned}$ | $\begin{gathered} 0.7970 \\ (0.0226) \\ \hline \end{gathered}$ | $\begin{aligned} & 0.8962 * \\ & (0.0274) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.7626 * \\ & (0.0676) \\ & \hline \end{aligned}$ |
| Log-Lik | 1532.57 | 1426.81 | 713.30 | 1672.13 | 1016.34 | 1477.49 | 938.05 | 860.59 | 927.90 | 840.05 | 920.22 | 1580.87 | 948.80 | 954.77 |
| BIC | 3095.74 | 2884.22 | 1447.66 | 3374.85 | 2054.84 | 2985.57 | 1903.79 | 1748.86 | 1883.49 | 1707.79 | 1868.13 | 3192.34 | 1925.28 | 1937.23 |



 country index excess returns data, ending in February 27, 2009. We use U.S. 3-month T-Bill rate as our proxy for the risk-free rate. Source: Thomson Reuters Datastream
Table 3: Rolling Window, MIDAS, and Sign-Conditioned Volatility Estimation Results

| Country | Aust | Canada | Col | HK | Ind | Japan | Korea | Malay | Mexico | NZ | Phil | Sing | Taiwan | Thai |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Panel A: Rolling Windows with Equal Weights |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $\mu$ | $\begin{gathered} 0.5528 \\ (0.5485) \end{gathered}$ | $\begin{aligned} & 0.8431^{*} \\ & (0.3150) \end{aligned}$ | $\begin{gathered} 1.2895 \\ (1.1887) \end{gathered}$ | $\begin{gathered} 0.7348 \\ (1.2065) \end{gathered}$ | $\begin{gathered} 0.3762 \\ (1.1782) \end{gathered}$ | $\begin{gathered} 0.217 \\ (0.9255) \end{gathered}$ | $\begin{gathered} -1.0205 \\ (0.911) \end{gathered}$ | $\begin{gathered} 0.3178 \\ (0.8413) \end{gathered}$ | $\begin{gathered} 2.6422 \\ (1.0121) \end{gathered}$ | $\begin{gathered} 1.6347 \\ (1.1404) \end{gathered}$ | $\begin{aligned} & -0.7735 \\ & (1.3836) \end{aligned}$ | $\begin{gathered} 0.2817 \\ (1.0159) \end{gathered}$ | $\begin{gathered} 1.8969 \\ (1.1545) \end{gathered}$ | $\begin{gathered} 1.2837 \\ (1.1242) \end{gathered}$ |
| $\gamma$ | $\begin{aligned} & -0.0407 \\ & (0.1020) \end{aligned}$ | $\begin{gathered} -0.1661 \dagger \\ (0.0751) \end{gathered}$ | $\begin{aligned} & -0.0979 \\ & (0.1712) \end{aligned}$ | $\begin{aligned} & -0.0254 \\ & (0.1569) \end{aligned}$ | $\begin{gathered} 0.0019 \\ (0.0489) \end{gathered}$ | $\begin{gathered} 0.0519 \\ (0.1949) \end{gathered}$ | $\begin{aligned} & 0.1019 \ddagger \\ & (0.0514) \end{aligned}$ | $\begin{aligned} & -0.0037 \\ & (0.096) \end{aligned}$ | $\begin{gathered} -0.1750 \\ (0.1017) \end{gathered}$ | $\begin{aligned} & -0.3966 \\ & (0.2179) \end{aligned}$ | $\begin{gathered} 0.1542 \\ (0.1949) \end{gathered}$ | $\begin{gathered} 0.0180 \\ (0.2175) \end{gathered}$ | $\begin{aligned} & -0.2055 \\ & (0.1083) \end{aligned}$ | $\begin{gathered} -0.1346 \\ (0.0925) \end{gathered}$ |
| Panel B: MIDAS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $\mu$ | $\begin{aligned} & 0.6533 \ddagger \\ & (0.3710) \end{aligned}$ | $\begin{aligned} & 0.5791 \dagger \\ & (0.2603) \end{aligned}$ | $\begin{aligned} & 1.2853 \dagger \\ & (0.7791) \end{aligned}$ | $\begin{gathered} 0.7723 \\ (0.5123) \end{gathered}$ | $\begin{gathered} 1.0025 \\ (0.9727) \end{gathered}$ | $\begin{gathered} 0.6040 \\ (0.4079) \end{gathered}$ | $\begin{aligned} & \hline-0.4758 \\ & (0.7061) \end{aligned}$ | $\begin{gathered} 0.8354 \\ (0.5030) \end{gathered}$ | $\begin{aligned} & 1.8467^{*} \\ & (0.6111) \end{aligned}$ | $\begin{gathered} 0.2619 \\ (0.5610) \end{gathered}$ | $\begin{gathered} 0.1473 \\ (0.6213) \end{gathered}$ | $\begin{gathered} 0.5177 \\ (0.4588) \end{gathered}$ | $\begin{gathered} 1.2322 \\ (0.7675) \end{gathered}$ | $\begin{gathered} 0.0034 \\ (0.7537) \end{gathered}$ |
| $\gamma$ | $-0.2646 \dagger$ <br> (0.0943) | -0.1388* <br> (0.0355) | $-0.1322$ <br> (0.0940) | $-0.1306$ <br> (0.1156) | $-0.1264$ <br> (0.0902) | $-0.0502$ <br> (0.0648) | $\begin{gathered} 0.0558 \\ (0.3834) \end{gathered}$ | $-0.7244$ <br> (1.0010) | $-0.3618$ <br> (0.2227) | $\begin{gathered} -0.1126 \ddagger \\ (0.0652) \end{gathered}$ | $\begin{gathered} 0.0242 \\ (0.1112) \end{gathered}$ | $-0.0962$ <br> (0.1194) | $\begin{aligned} & -0.2913^{*} \\ & (0.0833) \end{aligned}$ | 0.0078 <br> (0.0601) |
| $\kappa$ | $\begin{aligned} & -2.1707^{*} \\ & (0.6847) \end{aligned}$ | $\begin{aligned} & -0.0127 \\ & (0.2613) \end{aligned}$ | $\begin{aligned} & -0.2468 \\ & (0.1609) \end{aligned}$ | $\begin{aligned} & -1.5383 \\ & (1.1136) \end{aligned}$ | $\begin{gathered} -0.8088 \ddagger \\ (0.4676) \end{gathered}$ | $\begin{aligned} & -0.3645 \\ & (0.4023) \end{aligned}$ | $\begin{gathered} 0.0178 \\ (0.1101) \end{gathered}$ | $\begin{aligned} & -21.9619 \\ & (26.2980) \end{aligned}$ | $\begin{aligned} & -1.9740^{*} \\ & (0.7173) \end{aligned}$ | $\begin{aligned} & -0.0333 \\ & (0.1357) \end{aligned}$ | $\begin{gathered} -1.3034 \\ (2.0462) \end{gathered}$ | $\begin{aligned} & -0.6409 \\ & (0.7417) \end{aligned}$ | $\begin{aligned} & -0.7109 \dagger \\ & (0.2847) \end{aligned}$ | $\begin{gathered} -1.0466 \\ (1.9991) \end{gathered}$ |
| Panel C: Volatility Conditioned on $\operatorname{sign}\left(r_{t-1}\right)$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $\mu$ | $\begin{gathered} 0.2903 \\ (0.6744) \end{gathered}$ | $\begin{gathered} 0.4450 \\ (0.3889) \end{gathered}$ | $\begin{aligned} & -0.4969 \\ & (1.4016) \end{aligned}$ | $\begin{gathered} -0.5006 \\ (1.3646) \end{gathered}$ | $\begin{aligned} & -0.1155 \\ & (1.1977) \end{aligned}$ | $\begin{aligned} & -0.1538 \\ & (0.9705) \end{aligned}$ | $\begin{aligned} & -1.0082 \\ & (0.9972) \end{aligned}$ | $\begin{aligned} & \hline-0.1461 \\ & (0.9499) \end{aligned}$ | $\begin{gathered} 1.9075 \\ (1.1153) \end{gathered}$ | $\begin{gathered} 1.7264 \\ (1.2576) \end{gathered}$ | $\begin{aligned} & -1.1185 \\ & (1.3644) \end{aligned}$ | $\begin{gathered} -1.1249 \\ (1.1378) \end{gathered}$ | $\begin{gathered} 1.7185 \\ (1.1691) \end{gathered}$ | $\begin{gathered} 1.3071 \\ (1.1269) \end{gathered}$ |
| $\gamma_{1}$ | $\begin{gathered} 0.0875 \\ (0.2169) \end{gathered}$ | $\begin{gathered} 0.2021 \\ (0.2284) \end{gathered}$ | $\begin{aligned} & 0.5111 \ddagger \\ & (0.3115) \end{aligned}$ | $\begin{gathered} 0.2860 \\ (0.2258) \end{gathered}$ | $\begin{gathered} 0.1137 \\ (0.0747) \end{gathered}$ | $\begin{gathered} 0.2355 \\ (0.2433) \end{gathered}$ | $\begin{gathered} 0.0991 \\ (0.1049) \end{gathered}$ | $\begin{gathered} 0.1467 \\ (0.1723) \end{gathered}$ | $\begin{gathered} 0.0147 \\ (0.1591) \end{gathered}$ | $\begin{aligned} & -0.4484 \\ & (0.3122) \end{aligned}$ | $\begin{aligned} & 0.4996 \dagger \\ & (0.2128) \end{aligned}$ | $\begin{aligned} & 0.6024 \dagger \\ & (0.308) \end{aligned}$ | $\begin{gathered} -0.1167 \\ (0.1417) \end{gathered}$ | $\begin{gathered} -0.1076 \\ (0.1077) \end{gathered}$ |
| $\gamma_{2}$ | $\begin{aligned} & -0.0376 \\ & (0.1022) \end{aligned}$ | $\begin{gathered} -0.1641 \dagger \\ (0.0750) \end{gathered}$ | $\begin{aligned} & -0.0750 \\ & (0.1696) \end{aligned}$ | $\begin{gathered} 0.0087 \\ (0.1573) \end{gathered}$ | $\begin{aligned} & -0.0414 \\ & (0.0534) \end{aligned}$ | $\begin{gathered} 0.0395 \\ (0.1950) \end{gathered}$ | $\begin{aligned} & 0.1021 \dagger \\ & (0.0522) \end{aligned}$ | $\begin{aligned} & -0.0129 \\ & (0.0964) \end{aligned}$ | $\begin{gathered} -0.196 \\ (0.1023) \end{gathered}$ | $\begin{gathered} -0.3903 \\ (0.2175) \end{gathered}$ | $\begin{gathered} -0.0853 \\ (0.2015) \end{gathered}$ | $\begin{gathered} 0.0581 \\ (0.2162) \end{gathered}$ | $\begin{aligned} & -0.2436 \dagger \\ & (0.1152) \end{aligned}$ | $\begin{gathered} -0.1662 \\ (0.1128) \end{gathered}$ |

This Table reports estimated parameter values for three volaility estimation specifications. Standard errors appear in parentheses. $\dagger$ and * denote rejection of the null hypothesis that the parameter equals zero at the $10 \%$ and $5 \%$ significance levels, respectively. The estimated parameters were obtained by maximum likelihood. In each case, the conditional mean equation is given by $r_{t}^{i}=\mu+\gamma V_{t-1}^{i}\left[r_{t}\right]+\varepsilon_{t}^{i} . r_{t}^{i}$ is the market excess return in country $i$ where $\varepsilon_{t}^{i} \sim N(0,1) . V_{t-1}^{i}\left[r_{t}\right]$ is the conditional variance in market $i$, and is specified as French et al. (1987) rolling estimator, $V_{t-1}\left[r_{t}\right]=\frac{22}{D} \sum_{d=0}^{D} r_{t-d}^{2}$, in Panel A and by Ghysels et al. (2005) MIDAS estimator, $V_{t-1}\left[r_{t}\right]=22 \sum_{d=0}^{\infty} w_{d} r_{t-d}^{2}$ where $w_{d}, \kappa_{1}$ and $\kappa_{2}$ are as in Eq. (9), in Panel B. In Panel C, we split the computed MIDAS conditional variances depending on whether $r_{t-1}$ is positive or negative. We estimate $r_{t}=\mu+\gamma_{1} V_{t-1}^{+}\left[r_{t}\right]+\gamma_{2} V_{t-1}^{-}\left[r_{t}\right]+\varepsilon_{t}$. We use MSCI country index excess returns data, ending in February 27, 2009. We use U.S. 3-month T-Bill rate as our proxy for the risk-free rate. Source: Thomson Reuters Datastream.
Table 4: Full BiN-GARCH Estimation Results

| Country | Aus | Canada | Col | HK | Ind | Japan | Korea | Malay | Mex | NZ | Phil | Sing | Taiwan | Thai |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\lambda_{0}$ | $\begin{aligned} & 0.0005 \\ & (0.0005) \end{aligned}$ | $\underset{(0.0003)}{-1.46 E-05}$ | $\begin{aligned} & -0.0007 \\ & (0.0007) \end{aligned}$ | $\begin{aligned} & 0.0009 \dagger \\ & (0.0005) \end{aligned}$ | $\begin{aligned} & -0.0003 \\ & (0.0005) \end{aligned}$ | $\begin{gathered} -0.0010 \ddagger \\ (0.0005) \end{gathered}$ | $\begin{gathered} -0.0002 \\ (0.0006) \end{gathered}$ | $\begin{aligned} & 0.0006 \ddagger \\ & (0.0004) \end{aligned}$ | $\underset{(0.0008)}{-7.77 E-05}$ | $\begin{aligned} & 0.0012 \\ & (0.0007) \end{aligned}$ | $\begin{gathered} 0.0008 \\ (0.0008) \end{gathered}$ | $\underset{(0.0004)}{2.42 E-05}$ | $\begin{gathered} 0.0005 \\ (0.0009) \end{gathered}$ | $\begin{gathered} 0.0010 \\ (0.0007) \end{gathered}$ |
| $\lambda_{1}$ | $\begin{aligned} & 0.5012 * \\ & (0.0553) \end{aligned}$ | $\begin{aligned} & -0.5864 \\ & (0.4445) \end{aligned}$ | $\begin{aligned} & -0.1272 \\ & (0.1415) \end{aligned}$ | $\begin{aligned} & 0.3344 * \\ & (0.0606) \end{aligned}$ | $\begin{aligned} & 0.4094 * \\ & (0.0642) \end{aligned}$ | $\begin{aligned} & 0.4692 * \\ & (0.0876) \end{aligned}$ | $\begin{aligned} & 0.3639 \dagger \\ & (0.1550) \end{aligned}$ | $\begin{aligned} & -0.1242 \\ & (0.2025) \end{aligned}$ | $\begin{aligned} & -0.0953 \\ & (0.1859) \end{aligned}$ | $\begin{aligned} & 0.3441 \dagger \\ & (0.1438) \end{aligned}$ | $\begin{aligned} & 0.1909 * \\ & (0.0596) \end{aligned}$ | $\begin{aligned} & 0.2433 * \\ & (0.0705) \end{aligned}$ | $\begin{gathered} 0.0524 \\ (0.2266) \end{gathered}$ | $\frac{-0.3451}{(0.2636)}$ |
| $\lambda_{2}$ | $\underset{(0.0699)}{-0.4842 *}$ | $\begin{gathered} 0.8684 \\ (0.5390) \end{gathered}$ | $\begin{gathered} 0.2168 \\ (0.1259) \end{gathered}$ | $\underset{(0.0674)}{-0.3259 *}$ | $\underset{(0.0616)}{-0.3794 *}$ | $\underset{(0.0895)}{-0.3903 *}$ | $\begin{gathered} -0.3508 \dagger \\ (0.1521) \end{gathered}$ | $\begin{gathered} 0.1412 \\ (0.2188) \end{gathered}$ | $\begin{gathered} 0.2205 \\ (0.2051) \end{gathered}$ | $\begin{gathered} -0.4074 \dagger \\ (0.1458) \end{gathered}$ | $\underset{(0.0333)}{-0.2802 *}$ | $\frac{-0.1820 \dagger}{(0.0766)}$ | $\begin{aligned} & -0.0924 \\ & (0.2231) \end{aligned}$ | $\begin{gathered} 0.2627 \\ (0.2542) \end{gathered}$ |
| $\mathbb{E}\left(p_{t}\right)$ | -0.1166 | -0.0946 | 0.0162 | -0.1087 | 0.0810 | 0.0040 | 0.0152 | -0.0620 | -0.0445 | -0.0782 | 0.0558 | -0.0688 | 0.0201 | 0.0091 |
| Log-Lik | 23,464.38 | 25,942.81 | 13,026.92 | 22,060.5491 | 15,069.88 | 23,067.50 | 14,879.15 | 17,286.56 | 15,611.85 | 16,753.38 | 15,883.84513 | 23,948.82 | 15,060.26 | 15,154.77 |
| BIC | -2.9853 | -3.3019 | -2.9178 | -2.8059 | -2.6097 | -2.9346 | -2.5765 | -2.9961 | -2.7042 | -2.9057 | -2.7516 | -3.0472 | -2.6081 | -2.6245 |
| LR Stat. | 236.05 | 214.91 | 280.11 | 203.69 | 237.50 | 73.01 | 26.27 | 141.33 | 143.15 | 48.85 | 137.29 | 264.44 | 42.00 | 104.91 |




 risk-free rate. Source: Thomson Reuters Datastream.
Table 5: BiN-GARCH Estimation Results with Relative Downside Risk

| Country | Aus | Canada | Col | HK | Ind | Japan | Korea | Malay | Mex | NZ | Phil | Sing | Taiwan | Thai |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\lambda_{0}$ | ${ }_{\text {O }}^{0.0006 *}$ (0.0002) | ${ }_{\text {0, }}^{0.0010 *}(0.0002)$ | $\begin{gathered} 1.55 E-05 \\ (0.0003) \end{gathered}$ | ${ }_{\text {0.0010* }}^{\text {(0.0002) }}$ | $\begin{aligned} & 5.45 E-06 \\ & (0.0002) \end{aligned}$ | $\begin{gathered} -0.0001 \\ \hline(0.0002) \end{gathered}$ | $\begin{gathered} -5.03 E-05 \\ (0.0003) \end{gathered}$ | ${ }_{\text {0, }}^{0.0006 *}(0.0002)$ | 0.0013* | (0.0005) | $\begin{gathered} -0.0003 \\ \hline(0.0003) \end{gathered}$ | ${ }_{\text {O }}^{0.0006 *}(0.0002)$ | $\underset{(0.0004)}{-6.60 E-05}$ | $\underset{(0.0004)}{4.23 E-05}$ |
| $\lambda_{1}$ | (0.4985* $(0.0544)$ | $\begin{aligned} & -0.1498 \\ & (0.1496) \end{aligned}$ | $\begin{gathered} -0.2275 \dagger \\ (0.1378) \end{gathered}$ | $\begin{aligned} & 0.325 * \\ & (0.0598) \\ & (0.0 \end{aligned}$ | $\begin{aligned} & 0.3897 * \\ & (0.0627) \end{aligned}$ | $\begin{aligned} & 0.487 * \\ & (0.0871) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.3526 * \\ & (0.1547) \end{aligned}$ | $\begin{aligned} & 0.1535 \dagger \\ & (0.0814) \end{aligned}$ | $\begin{gathered} -0.0974 \\ (0.1707) \end{gathered}$ | $\begin{aligned} & 0.3422 \dagger \\ & (0.1764) \end{aligned}$ | $\begin{aligned} & 0.2660 * \\ & (0.0381) \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.225 * \\ & (0.0675) \\ & (0) \end{aligned}$ | $\begin{aligned} & 0.0763 \\ & (0.2298) \end{aligned}$ | $\begin{aligned} & -0.02987 \\ & (0.2598) \end{aligned}$ |
| $\mathbb{E}\left(p_{t}\right)$ | -0.1166 | -0.0958 | 0.0162 | -0.1087 | 0.0808 | 0.0032 | 0.0146 | -0.0591 | -0.0474 | -0.0779 | 0.0553 | -0.0654 | 0.0205 | 0.0077 |
| $\mathbb{E}\left(\lambda_{t}^{*}\right)$ | 0.3892 | -0.1138 | 0.0208 | -0.0634 | 0.0413 | 0.0015 | 0.0081 | -0.0477 | -0.0532 | -0.0445 | 0.0369 | -0.0472 | 0.0185 | 0.0106 |
| Log-Lik | 23464.32 | 25934.19 | 13026.17 | 22060.52 | 15069.46 | 23065.94 | 14879.14 | 17273.96 | 15609.96 | 16752.86 | 15882.80 | 23947.83 | 15060.02 | 15154.38 |
| ${ }^{\text {BIC }}$ | -2.9894 | ${ }_{-3.3020}$ | $-2.9195$ | -2.8071 | $-2.6112$ | -2.9355 | $-2.5780$ | ${ }^{-2.9954}$ | -2.7054 | $-2.9071$ | $-2.7529$ | -3.0482 | $-2.6095$ | $-2.6260$ |
| LR Stat. | 35.94 | 77.67 | 78.60 | 203.64 | 236.66 | 69.90 | 26.26 | 116.12 | 139.38 | 47.79 | 135.20 | 262.46 | 41.52 | 104.13 |

This Table reports estimated parameter values for the BiN-GARCH model of Feunou et al. (2010). Standard errors appear in parentheses. $\dagger$ and * denote rejection of the null hypothesis that the parameter equals zero at the $10 \%$ and $5 \%$ significance levels, respectively. The estimated parameters were obtained by maximum likelihood. $\lambda_{0}$ and $\lambda_{1}$ are obtained from fitting $m_{t}=\lambda_{0}+\lambda_{1}\left(\sigma_{1, t}-\sigma_{2, t}\right)+\varepsilon_{t}$ for each series. $\mathbb{E}\left(p_{t}\right)$ is the unconditional mean of $p_{t}=\sqrt{2 /(2-\pi)} \tanh \left(\delta_{0}+\delta_{1} z_{t}^{*}\left(I\left(z_{t}^{*} \geq 0\right)+\delta_{2} z_{t}^{*}\left(I\left(z_{t}^{*}<0\right)+\delta_{3} p_{t-1}\right)\right.\right.$ process, where $z_{t}^{*}=\left(r_{t}-m_{t-1}\right) / \sigma_{t-1} . \mathbb{E}\left(\gamma_{t}\right)$ is the unconditional mean of the market price of risk process, $\gamma_{t}=p_{t}\left(1-\lambda_{1} \sqrt{\pi / 2}\right)$. We use MSCI country index excess returns data, ending in February 27, 2009. We use U.S. 3-month T-Bill rate as our proxy for the risk-free rate. Source: Thomson Reuters Datastream.

Figure 1: MIDAS Weights for Individual Equity Market.


This figure plots the MIDAS weights in 15 markets investigated in this study. The figure displays the weights estimated from the entire sample, and based on daily data used for construction of monthly MIDAS volatilities. The weights are calculated by substituting the estimated values of $\kappa_{1}$ (we impose the linear restriction $\kappa_{2}=1-\kappa_{1}$ ) from daily MIDAS into the weight function Equation (9). The estimates of $\kappa_{1}$ are shown in Table 3.
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[^1]:    ${ }^{1}$ We conducted the Jarque-Bera normality test on these series. The null hypothesis of normality is rejected at $1 \%$ or better confidence level for all series. For the sake of brevity, these results are not reported.
    ${ }^{2}$ In Merton's formulation, $\gamma$ is the coefficient of relative risk aversion for the representative agent.

[^2]:    ${ }^{3}$ We also estimated NGARCH-in-Mean results for each market's excess returns, based on Engle and Ng (1993) NGARCH specification. These results are not qualitatively different from what is reported in Table 2. Thus, they are not reported. However, they are available upon request.

[^3]:    ${ }^{4}$ In our estimation, we impose the linear restriction that $\kappa_{2}=0$, following the instructions in Sinko et al. (2010). MATLAB code used for estimation is available from Eric Ghysels' personal website.

[^4]:    ${ }^{5}$ They use a recursive form of Gul (1991) disappointment aversion preferences. For examples and detailed discussions of this recursive utility class, refer to Routledge and Zin (2010) and Bonomo et al. (2011).
    ${ }^{6}$ Binormal distribution has a history in natural sciences. It was first introduced by Gibbons and Mylroie (1973). Feunou et al. (2010) are the first to use this distribution in a financial application. Examples from other branches of science include Bangert et al. (1986), Kimber and Jeynes (1987), and Garvin and McClean (1997).
    ${ }^{7}$ Pearson mode skewness is defined as $\left(\mu_{t}-m_{t}\right) / \sigma_{t}$.

[^5]:    ${ }^{8}$ In general, estimated total volatility and Pearson mode skewness parameters are statistically significant. Thus we do not report them to save space. These results are available upon request.

